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Summary

• Several recent public health emergencies of international concern have demonstrated a worldwide need for improved surveillance data sharing procedures. Lessons learned from other sectors have the potential to inform the future development of data sharing in the public health community.

• At the individual level, the benefits of sharing data have yet to be proven, in any context, and disincentives predominate. Meanwhile, the challenges of achieving truly shared and equitable benefits from data sharing relationships between high-income, and low- and middle-income countries remain largely unrealized.

• The technical solutions to data sharing have already been found and implemented, particularly in the commercial sector, but in many sectors established working models impede the development of a data sharing culture. In contexts where open data is prized, data sharing is no guarantee of transparency and can be highly politicized.

• Sharing public health data is faced with particular problems arising from complex international legislative frameworks that govern intellectual property and data protection. Certain tools, such as open data licences, are allowing data to be shared legally and openly, but the legislative landscape remains poorly understood.

• Global policies for sharing public health data do little to address local concerns, particularly in low- and middle-income countries. Solutions are required that acknowledge the needs of local data collection environments that can extend to supporting public health data sharing on a global scale.
Introduction

When it comes to the challenges involved in public health surveillance data sharing, people are tired of the diagnosis – the barriers have already been well-defined and understood, and the time has now come to direct efforts and resources towards finding and implementing practical solutions. In this spirit, the Centre on Global Health Security at Chatham House – which concerns itself with key global health challenges and their manifestation as problems of foreign policy and international affairs – has support from the Bill & Melinda Gates Foundation to develop guidance on how to create the right environment for public health data sharing and achieve good practice. The aim of this project, Strengthening Data Sharing for Public Health, is to provide guidance that will support pushing the established norms for data sharing towards a model where data are shared as openly as is possible and appropriate.

Background

Since the latter part of the 20th century, increasing globalization has made every nation's public health policy relevant to the wider global health community, as surveillance, pandemic preparedness and response demand coordinated international action. Of these, surveillance is a first line of defence in detecting and identifying emerging health threats, and a key preventive tool, defined within a public health context as a function that ensures that the right information is available at the right time and in the right place to inform public health decisions and actions, with data sharing required to achieve these aims. Such factors have led to a growing recognition of the need for effective data sharing in the field of public health surveillance, as evidence for its efficacy mounts. The sustained development and global prevalence of information technology infrastructure and skills continues to raise the potential of global surveillance systems.

In 2005, in the wake of the SARS outbreak, the WHO International Health Regulations (IHR) were revised to lay the foundations of a global surveillance system for public health emergencies of international concern. The previous IHR, of 1969, had only mandated reports of plague, yellow fever, cholera and smallpox. Yet the 2005 IHR revision has been only one step forward in a longer journey towards the goal of open and transparent surveillance data sharing. There remains a reluctance to share data at all levels within the public health community, from an individual researcher's data to a health ministry's information regarding the latest outbreak. A pressing concern is, then, how ready or willing individual organizations or states are to open their data to one another in efforts to counter emerging threats, particularly when realizing equity and reciprocity between high-income countries (HICs) and low- and middle-income countries (LMICs) represents an ongoing challenge.

The costs of not sharing surveillance data are very real. The decision to delay reporting the SARS epidemic in China hindered its containment, with severe socio-political repercussions for the Chinese leadership. More than two years after its discovery, the source of MERS Coronavirus and its transmission mechanism to humans remains unknown, in part because of inadequate data sharing. One year into the Ebola outbreak in West Africa, insufficient viral genetic data have been released to the public domain, preventing collaborative efforts to address fundamental questions on transmissibility or on the efficacy of vaccines. In WHO Director-General Margaret Chan's Report to the Special Session of the Executive Board on Ebola, she highlighted the need to improve surveillance capacity.
The Chatham House project on data sharing is situated within a wider climate of opinion on the benefits of data sharing and how it should be conducted. In particular, there has been a protracted debate on data protection, personal privacy and security in the context of the US National Security Agency revelations during 2013 (lending the term 'surveillance' distinctly negative connotations), and a push within many countries to share patient information and clinical trial data. While there is broad agreement on the benefits of data sharing, how this balance between privacy and openness is addressed is a key policy question. While the data sharing landscape is diverse and complex, there is a common need across all sectors for high-volume, high-quality data and the capacity for effective analysis.

Approach

This paper has been written to inform roundtables convened to develop guidance through cross-disciplinary dialogue and achieve the aims of the Strengthening Data Sharing for Public Health project. It is published alongside a companion background paper that focuses specifically on the solutions to barriers in public health surveillance data sharing. The paper examines the experiences of data sharing within other sectors as the point of leverage to identify additional solutions for problems confronting the public health sector. By stepping outside that environment and the standard information channels that inform decisions within public health, there arises the potential to examine the problem from fresh perspectives, and to arrive at novel analysis, judgment and decisions on how to solve those challenges.

The paper examines data sharing processes from several perspectives, interspersed with several in-depth case studies representing actual data sharing in practice within different contexts, drawn from interviews with subject experts conducted under the Chatham House Rule.\(^1\) Individual perspectives are addressed first, with the understanding that most data sharing processes are ultimately facilitated at the individual level. The study then draws back to explore the wider context for data sharing at the organizational and sector level, acknowledging that it is this wider context that most influences the actions of the individual. Technical tools utilized by other sectors to facilitate data sharing are then examined, including those that address legal barriers. In conclusion, a series of key lessons to be taken from these perspectives and case studies is presented.

\(^1\) When a meeting, or part thereof, is held under the Chatham House Rule, participants are free to use the information received, but neither the identity nor the affiliation of the speaker(s), nor that of any other participant, may be revealed.
The Individual Perspective in Data Sharing

The importance of the role of trust between individuals in the sharing and reuse of data cannot be overestimated. Beyond the data producer and secondary user there are also other key individual stakeholders – in some instances data managers, and, frequently, the person whose data is being shared. The prevalence of personal data means that striking the optimal balance between individual privacy and use of data for wider benefit is key for data sharing. Organizations and networks are ultimately composed of individuals – to affect cultural change or strategic shift towards open and transparent data sharing within an organization or community, the significance of individual data sharing skills and personal incentives must be appreciated.

Building skills capacity

In order to produce, prepare and share data of value for sustainable access and reuse, these processes must be planned and resourced in advance. Regardless of the external pressures applied on an individual to share their data, the result of sharing will not be effective without a data management plan, which typically states what data will be created and how, and outlines the terms for sharing and reuse, including any restrictions that may need to be applied.\(^1\) This is particularly pertinent in the scientific research sector, where there is a strong desire to promote open access to discrete data sets that may be of value for future research, thus gaining the maximum benefit from funding. Often these outputs have been publicly funded, and so organizations such as the US National Science Foundation (NSF) demand that all grant proposals must include a data management plan.\(^15\) Open access and open data – data that can be freely used, reused and redistributed by anyone\(^16\) – are becoming more prominent on the global research agenda, and a growing number of funding agencies and publishers around the world are advocating and enforcing data management for open access.\(^17\)

Ensuring that this skill is acquired is a joint responsibility shared by policy-makers, researchers and their organizations. Many research institutions provide guidelines to their own researchers to enable them to gain funding, further their research field and mitigate risk. Often facilitated by university libraries and information services, leaders in this area of guidance are in turn referenced by other research institutions globally, spreading best practice. Without the availability of such guidelines and training outreach, it is by no means a given that individual researchers would possess the skills to manage their data properly, even if they wanted to share. By engaging with this planning procedure, however, an individual will necessarily be introduced to the additional technical skills required in data management that will support data sharing.

In many cases, individual and organizational barriers exist to impede the acquisition of data management skills. Traditionally, data management has been the realm of IT departments in many organizations, or no precedent for data management exists at all. In some extreme cases, outright data fraud has led to demands for better oversight and training.\(^18\) Yet this is not a phenomenon confined to the research science sector. Business organizations are increasingly reliant on accurate and timely data, which can only be guaranteed through adequate data management: the role of data analysis is on the increase across all types of organization as the volume of data outputs expands globally from a myriad of sources.\(^19\) Dedicated data managers in many organizations play a significant role in enabling
data sharing, facilitating sharing by colleagues who may not themselves have the time or opportunity to develop such skills. The value of such roles is gaining wider recognition, along with the need to incentivize data managers with stronger career path opportunities.20

**Individual incentives to share**

The narrative of advocacy for data sharing often appeals to a ‘greater good’, whether that is improved health, the scientific method, or the bottom line. Individual incentives, on the other hand, have not been developed in such detail, and lack a critical mass of high-impact research to prove their efficacy.21 Instead – and despite the inherently individual nature of data production – advocates of data sharing are often forced to rely on anecdotal evidence of individual benefits associated with sharing, which tends to be less persuasive. Disincentives are often more apparent: when Chinese scientists sequenced H7N9 influenza A virus in 2013 and shared the data in the Global Initiative on Sharing All Influenza Data (GISAID) database, researchers in the United States initially made moves to publish on the data without crediting their colleagues in China. It took the intervention of GISAID’s president to mitigate the problem, which was blamed on poor ‘etiquette’.22 The protection of individual privacy and consent are also issues of concern for researchers. Furthermore, the overall costs incurred by individual data producers in sharing data, in terms of time, effort and finances, can be considerable.

While some key incentives have been identified, these now require wider endorsement by funding agencies, research institutions and publishers to see their value realized for the individual data producer.23 The key incentives for individuals to share data can be grouped under issues related to trust, and credit for sharing. Within the wider world of data sharing there is generally perceived to be a ‘data trust deficit’, with the unknown nature and purpose of data reuse driving the distrust.24 This concern over potential misuse also permeates public health data sharing, as data producers may feel they have lost control of their data once it is shared.25 For this reason, a peer-exchange model of data sharing can often manifest as sharing with trusted peers via informal networks. This has been for some time an effective model for sharing pre-publication data within the research domain, providing all the benefits of sharing, albeit within the microcosm of a specific research group or community.

Crucially, data that are considered vulnerable to outside exploitation for publication are often not shared.26 Emerging direct from a general lack of confidence over reuse are specific concerns that others may pre-empt the data producer in publishing with data that have been shared, may publish shared data without crediting its originator, or worse, may misuse the data, leading to the data producer becoming discredited. Consequently, there is a need for community standards to level the playing field and instil confidence – either wielded by external actors with policy influence over a community, or, more successfully, maintained through internal peer pressure arising from established community norms on data sharing. Recent work on rewarding and promoting data sharing has also involved an exploration of data metrics, alongside training and career recognition.27 A growing number of journals, such as Nature Publishing Group’s Scientific Data,27 provide open access publication for descriptions of scientifically valuable data sets.

This fear of misuse, or even expropriation, is heightened within research interactions between HICs and LMICs. Within such contexts, alternative policies and norms may be required that are adjusted to the needs of researchers working in LMICs. Touching on both capacity-building and incentives, there
is an expectation in LMICs that those in HICs wishing to collaborate and access their data should also
contribute to building research capacity in the country or region from which data are being sourced.
Long-term collaboration facilitates these goals, with twinning between HIC and LMIC institutions
promoting training, mentoring and equitable partnerships. There have also been some efforts to
maintain local ownership of data, such as the Rwandan Ministry of Health’s policy requiring local
authorship on the publication of any research based on local data.

Case study 1: Human heredity and health in Africa (H3Africa)

Collaborations between HICs and Africa have suffered from a frequent power imbalance. Emotive accusations
of extractive research proliferate, with many foreign projects neglecting local research needs. In the worst
cases, foreign research has disrupted existing health services, taking health care providers away from their
clinical duties or removing health care and research expertise from a country. This case study examines an
alternative approach to developing workable data sharing agreements in LMICs.

H3Africa is a collaborative programme co-funded by the US National Institutes of Health (NIH) and the
Wellcome Trust. It has attempted to remedy the problem of unequal partnership through direct funding of
African researchers at African institutions conducting research on the genomic bases of health problems of
actual importance to Africa. The programme also includes infrastructure provision, with a bioinformatics
network (H3ABioNet) and biorepositories, all located in Africa. Unlike similar repositories, H3ABioNet,
based at the University of Cape Town, provides support for researchers in data preparation and analysis.
The long-term goal is to enable African scientists to conduct world-class research in their own countries, in
compliance with international data sharing standards.

While H3Africa researchers are required to make their data openly available, in line with established
community standards for genomics data sharing, a specific data sharing policy was drawn up to serve the
H3Africa programme, developed by working groups of representatives from each of the 21 funded research
projects. Before the policy could be written, a period of training on the basics of data sharing (including,
even, the terminology associated with it) was conducted over a period of several months. The oversight
required from NIH and the Wellcome Trust was therefore intense. Once the policy was completed, hard
copies were signed by members of the H3Africa Consortium to confirm their understanding.

Significantly, this policy differs from the data sharing requirements outlined in NIH and Wellcome Trust
policy. Once data are deposited in H3ABioNet, an H3Africa researcher has two months for quality control,
after which their data are made available to the H3Africa consortium (but not the public) for nine months. It
is then mirrored in the European Genome-phenome Archive and is available via an application process to an
independent African Data and Biospecimen Access Committee. This is followed by a 12-month publication
embargo, providing a total of 23 months before outside researchers can publish on these data, giving
H3Africa researchers almost two years to get their papers out. This timeline reflects a compromise by both
parties, since there was a desire in Africa for more time to prepare, analyse and publish data.

This approach was based on an understanding that the capacity for quick analysis of genomic data is
dependent on having the infrastructure and expertise that are currently still under development in Africa.
Another key factor in developing H3Africa policy was the additional sensitivity to the long-standing issue
of power imbalance and unequal partnerships, where African researchers contribute samples and data without receiving collaborative credit. This uncovers a truth behind any ‘global’ data sharing policy: that its implementation must often incorporate compromise to reflect different realities on the ground, or alternative policies must be generated locally. In the case of H3Africa, a separate policy specific to an African research environment has sought to protect those projects from unfair competition from HICs. Applying the established data sharing policies of the funders involved would have set H3Africa researchers up to fail.
Wider Contexts for Data Sharing

While the data sharing process contains certain core characteristics regardless of data type and provenance, it is the context in which data sharing takes place that will have the most impact on how that sharing process is conducted, and how it will dictate the particular nature of the barriers that present themselves to the development of data sharing norms within any given community. In most cases, the technical barriers to data sharing have been resolved and it simply requires sufficient resources to remedy these. It is the cultural and political hurdles that still await a solution in many organizations and sectors.

Data sharing policy in the research community

Recently, the culture of withholding data in one scientific discipline has publicly backfired: the European Space Agency’s (ESA) high-profile landing on Comet 67P in November 2014 saw thousands of public supporters of the programme frustrated by a six-month embargo on pictures from the main camera system on the Rosetta probe tracking the comet. ESA’s director-general was himself unable to access these images.\(^3\) In a survey of more than 1,000 scientists, the NSF DataONE project concluded that: ‘Barriers to effective data sharing and preservation are deeply rooted in the practices and culture of the research process as well as the researchers themselves.’\(^3\) In many sectors, traditional practices have not been able to keep pace with wider expectations for data sharing.

A ‘crisis of reproducibility’ in science research has been brewing for some time now, regularly hitting the mainstream media over the last few years.\(^3\),\(^4\) New models proposed as best practice for research professing alignment with proper scientific method are gaining acceptance. In their manifesto Improving the Future of Research Communications and e-Scholarship, the international group of academics, publishers and funders known as Force11\(^4\) have presented a more inclusive vision of scientific knowledge exchange in a redefinition of the ‘research object’, where journal articles and research papers are only one form of knowledge exchange, alongside data, software tools and research workflows.\(^3\) This definition was subsequently endorsed by the Royal Society.\(^4\)

Aspects of the origins of this cultural shift can be traced to one of the more successful research data sharing communities that arose from some of the most contentious circumstances. Now referred to as the ‘human genome wars’ that played out during the 1990s, the resulting community norms for genomics data sharing continue to resonate within data sharing initiatives across many sectors, particularly in the natural and social sciences.\(^4\) A key factor in the adoption of the open and collaborative norms for data sharing in genomics was the agreement of the ‘Bermuda Principles’ in 1996 at a summit of the world’s leading gene sequencing groups. This agreement served to bolster the nascent Human Genome Project supported by publicly funded groups led by NIH and the Wellcome Trust, and introduced an obligation for human DNA sequence data to be deposited in an open repository within 24 hours and prior to any journal publication.\(^4\)

---

[\(^3\)](https://www.force11.org/).
The outcome of the Bermuda meeting was by no means a foregone conclusion. Going into the discussion, there was no consensus on the best way to proceed, with some organizations, not least NIH, exploring patent applications on key gene sequence markers.\(^43\) In the wake of the Human Genome Project, data sharing policies now proliferate throughout research funding bodies, both public and private, with policies at the Wellcome Trust and NIH emerging direct from the genomics data sharing meetings at Bermuda, and subsequently at Fort Lauderdale in 2003.\(^44\) The genomics sector continues to lead the research community in successful collaborative data sharing through the Global Alliance for Genomics and Health,\(^e\) an international coalition established to further genomic medicine through data sharing, and public-private partnerships (PPPs) promoting medical developments through open science.\(^f\)

**The role of open data**

Benefits of open data commonly cited include an increase in the amount of data available to solve complex problems, higher levels of reuse as a result of greater access (producing additional outputs from datasets ‘downstream’) and, consequently, a higher return on investment from funding resulting in open data.\(^46\) The most widely endorsed definition of open data describes free use, modification and sharing by anyone for any purpose. Open data must also possess an open licence.\(^46\) Within many data sharing contexts, data outputs will not be able to meet such a standard, often due to data protection or intellectual property concerns dictated by legislation that is beyond the control of the data producer. It is important to note then that data sharing and open data are not synonymous – for example, controlled access to data containing sensitive information via a data access committee is a common approach in scientific research, where access is granted on a case-by-case basis.

If a funding agency wishes to show that it is moving research forward, it must display a robust data sharing policy stipulating that data be made open from its funded research outputs where appropriate, usually accompanied by open access provision for publications, and, increasingly, the sharing of open source software code.\(^47\) A notable addition to this mix is the recent announcement by the Bill & Melinda Gates Foundation of a new open data and access policy,\(^48\) described by *Nature* as the world’s strongest policy on open access research.\(^49\) The strength of the policy itself highlights the problems of implementation within different data sharing contexts, particularly within LMICs, where local journals may not have the open access provision to accommodate compliance with Gates Foundation policy.\(^50\) If data are made open and theoretically available for everyone, researchers in LMICs may not be able to process, or even access, data as readily as can researchers in HICs. While open data mechanisms promote equal access, this does not necessarily equate to access that is simultaneous and fair.

Nevertheless, the open access movement is gathering pace globally. India’s Ministry of Science and Technology, for instance, now requires researchers who receive even partial funding from its biotechnology, and science and technology departments to deposit copies of their papers in publicly accessible depositories, with data sharing encouraged.\(^51\) Globally, there are now 34 funders who require data deposit and another\(^16\) who encourage it. While data sharing policies have been in place in most funding agencies for many years, enforcement is a resource-intensive exercise that often only begins years after the initial policy is introduced. This can require cultural acceptance of the policy

---

\(^e\) http://genomicsandhealth.org/.

\(^f\) http://www.thesgc.org/.
first within the institution itself, before it can then be effectively implemented to change the culture of the community that it looks to influence.

A key characteristic associated with open data is ‘transparency’ – data that can be accessed and reused to shed light on the underlying activities that have produced that data – but whether data are open or not is no guarantee of their quality for secondary use, and thus transparency is by no means assured. Preparing data for release is costly and time-consuming, and guidelines are needed on the quality of data required for secondary use, which will be dependent on the context of data generation and reuse.52 Related to this is the question of whether raw data or prepared data are released: while in many instances some would consider any data release to be welcome, others, such as the recent US Institute of Medicine report Sharing Clinical Trial Data, determined that sharing raw data was too burdensome for secondary use and should only be made available on a case-by-case basis.53 In the end, sharing data is necessary, but not in itself sufficient for future reuse.54 Data that cannot be reused is at best a waste of resources, and at worst casts doubt on the integrity and competence of the data producer.

The implications of big data: lessons from commercial data sharing

The commercial sector has long grasped the potential of data sharing for business and the need for interoperability, allowing systems and organizations to work together.55 As an example, the formation of the Transportation Data Coordinating Committee in 1968 led to a standard for electronic data interchange (EDI) for shipping logistics.56 This standard tackled the problem of multiple information formats across different businesses, which needed to be harmonized prior to gaining efficiencies from computer processing. In this instance, a clear business case of cost savings, accuracy and real-time data led to the global adoption of EDI across multiple industries and technology platforms. Widespread adoption has brought with it certain technical barriers, including different EDI standards in various versions which must be utilized in a synchronized way by business parties for data sharing to occur.

More recently, businesses have gained interest in uncovering new data sets for analysis, or in what has become known as ‘big data’. The original definition of big data was offered by Doug Laney of Gartner in 2001, attributing data volume, velocity and variety as key attributes at a time when ‘a rise in merger/acquisition activity, increased collaboration, and the drive for harnessing information as a competitive catalyst’ was pushing businesses to be more aware of how data were managed.57 Within the concept of big data is also the notion that such data may previously have been overlooked because of a lack of technology, expertise or motivation to leverage such resources successfully.58 Once such data are being mined, big data has the potential to enhance decision-making, insight and work processes, benefiting an organization’s bottom line. It is from this precedent that Apple has launched ResearchKit,6 opening up iPhone user health data to further medical research.59

The profit motive within business often makes for efficiencies that go unrealized in other sectors, and investment has seen a number of data sharing tools and processes deployed by businesses that facilitate the realization of their products. The fact that a company such as Facebook is so keen to share data across its many applications, is, while at times controversial, indicative of the efficacy of data sharing: Facebook and its affiliates use this data sharing to improve services and increase the value proposition of their business for shareholders. An independent expert advisory group commissioned by UN Secretary-General Ban Ki-Moon to make recommendations on data and

---

52 Sharing Clinical Trial Data, US Institute of Medicine, 2017.
53 US Institute of Medicine, Sharing Clinical Trial Data, 2017.
54 Data that cannot be reused is at best a waste of resources, and at worst casts doubt on the integrity and competence of the data producer.
55 The implications of big data: lessons from commercial data sharing.
56 US Institute of Medicine, Sharing Clinical Trial Data, 2017.
57 US Institute of Medicine, Sharing Clinical Trial Data, 2017.
58 US Institute of Medicine, Sharing Clinical Trial Data, 2017.
59 US Institute of Medicine, Sharing Clinical Trial Data, 2017.
60 US Institute of Medicine, Sharing Clinical Trial Data, 2017.
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sustainable development concluded that a ‘data revolution’ to support the post-2015 Sustainable Development Goals would not be possible without the commercial sector. The World Bank has strongly endorsed this recommendation, stating the need for PPPs for improved data management and sharing, citing Gavi, the Vaccine Alliance for equal access to new and underused vaccines as one of the most successful global PPPs.

The need for PPPs is also not surprising when one considers the costs associated with data sharing. Data management, done properly, is very resource-intensive: traditional database approaches are unable to scale up or write data fast enough to keep up with data creation, while new solutions introduce more complex management and the need for skilled resources. The non-profit sector has been exploring big data analytics for several years, and is looking to make savings in cloud services and open source software rather than opting for the more expensive distributed storage and processing frameworks popular for commercial big data analytics. Whatever the model, data sharing requires investment: the better the infrastructure and the simpler the process, the more relevant parties will share.

Case study 2: Open government data

The rhetoric of open government presents open data as holding the key to transparency, efficiency and expanded citizen participation in politics and public services. Increasingly, this narrative is switching to one of economic benefit through data reuse in the commercial sector. In 2013 the G8 Open Data Charter acknowledged that the world had reached a ‘tipping point’ at which government data should now be open ‘by default’. This tipping point – fuelled by the proliferation of information technology, and social media in particular – sees open data as promoting a new collaborative or participatory democracy in which governments and citizens pool expertise to tackle problems, and where ‘citizens are no longer talking about the process: they are the process’. This case study examines the socio-political implications of dealing with open data.

Open government is a truly international phenomenon. In 2014 the African Development Bank launched its Africa Information Highway to assist African countries in open data management and dissemination through country-specific Open Data Platform tools. Latin American governments have also embarked on substantial open government reforms in recent years, with many countries working with the Open Government Partnership. The World Wide Web Foundation recently launched Open Data Lab Jakarta to explore open data solutions to challenges facing Indonesia and Southeast Asia, modelled on findings from the Foundation’s open government data feasibility studies. To a greater or lesser extent, such initiatives are being undertaken in many countries, including in Saudi Arabia and elsewhere in the Middle East.

Yet this remains a work in progress. The Open Data Barometer ranks countries on the basis of open government data, and highlights the continuing lack of such data in the performance of key public services. Indeed, even where open data have been made available, cautionary tales have emerged. As the G8 Open Data Charter was launched, the UK Information Commissioner warned that open data should not be perceived as a substitute for freedom of information, and that a reliance on open data could potentially lead the UK government to focus on publishing information that casts it in a positive light. Championed by

---

http://www.opengovpartnership.org/.
http://labs.webfoundation.org/.
former prime minister Gordon Brown, and Tim Berners-Lee, the inventor of the World Wide Web, data.gov.uk was launched in 2009 to share non-personal UK government data as open data. A year later it was alleged that poor data quality was hindering the programme.71

Open government data is characterized by a tension between simply making data open, regardless of quality, via a remote portal for technical users, and sharing quality data that retains its social context through direct interaction between citizens and a government data producer. In the latter instance, the data producer would be expected to interact with the secondary user to enable them to engage with and fully utilize the government data. Currently, the focus is on ‘data dumping’ – i.e. sharing non-sensitive data sets, and relying on technical users to interpret them. Within LMIC settings, this approach may render government data producers susceptible to the type of expropriation already outlined in the H3Africa case study above. An optimal system for engagement with open data has been proposed, where open data should be demand-driven, be placed in context, be supported by comment and conversation around data sets, and provide provision for building capacity, skills and networks, alongside collaboration on data as a common resource.72

Open data is highly politicized and has opened the door to a new debate on how governments collect data, giving rise to the term ‘data discrimination’.73 As an example, in 2010 the Canadian government made elements of its census voluntary, a result of which was the increased isolation and invisibility of already marginalized communities in terms of public services provision.74 Even with high quality data available, a ‘data divide’ has been observed between those technically able to work with available data and those without such skills, who often don’t even know that the data are there in the first place. When the Indian state of Karnataka digitized around 20 million land titles in an effort to make them more accessible, the main beneficiaries were the wealthy, who used the newly shared data to challenge deeds, exploit errors in documentation and snap up property.75 In LMICs information technology has the potential to reinforce inequality as much as to counter it.76

For effective open government data sharing, two components are critical: a strong civil society with adequate technological infrastructure, and a technical capacity within a willing government to launch such an initiative. In instances where only the latter exists, a well-intentioned programme of open government data may simply find no audience because of lack of infrastructure, skills or political engagement.77 In some cases, where a government has followed the form of making data open, an audience is lacking because of the absence of a functional civil society, resulting from government-imposed restrictions and censorship. The next major hurdle for open government data involves negotiating the balance between openness and privacy – data of most interest frequently entails privacy issues – in the context of expanding data protection legislation around the world and the recognized failure of anonymization techniques.78
Technical Tools

The technical tools associated with data sharing here include not only products of information technology, such as standards to facilitate sharing, but also methods to address the legislative framework that governs it. Both require interoperability and international collaboration to function effectively.

Standards for data sharing

The ability to reuse shared data relies on good documentation, or metadata (best understood as ‘data about data’), to specify the location and meaning of variables contained within a data set. This must also describe the sample and sampling procedures, as well as other contextual information.79 The Data Documentation Initiative (DDI) metadata standard has been adopted for describing public health and demographic surveys, and is utilized by the World Bank, UNICEF and the UK Medical Research Council.80 The establishment of DDI was a response to the need to harmonize non-standard documentation between data archives, so as simultaneously to improve data access and assist data producers in packaging and disseminating data for sharing.81 DDI has been recommended by a report to the Wellcome Trust’s Public Health Research Data Forum as the preferred basis for a centralized domain portal for public health and epidemiology research.82

Work on DDI began in 1995, as an international effort led by the US Inter-university Consortium for Political and Social Research, and was first published in 2000. Standards are an ongoing process requiring continuous updates, particularly as new technologies emerge. DDI’s evolution has been overseen by the DDI Alliance, a self-sustaining collaborative organization whose members have a voice in the development of the DDI specification. To promote wider interoperability, DDI also maps to other standards and is compliant with the ISO/IEC 11179 international standard for representing metadata. Establishing interoperable standards like DDI also generates new open source software tools, to enable implementation by data producers. For example, DdiEditor is a data processing tool developed by the Danish Data Archive for use with DDI that is freely available from the Google Code open software repository.83

Where large quantities of data are being aggregated from disparate sources, data harmonization is often required to create a coherent, reusable dataset. As an example, the Integrated Public Use Microdata Series (IPUMS) is the world’s largest individual-level population database, comprising data samples from international census records collected since 1960. The records are converted into a consistent format and made available to researchers through a web-based data dissemination system. This format is ASCII (American Standard Code for Information Interchange), first introduced in 1963. Such a simple encoding scheme allows researchers to load data with ease into statistical computing environments for analysis. Command files provided by IPUMS read ASCII data into popular proprietary statistical software, while scripts are also available to load ASCII into open source software available from open source repositories. Many examples of non-proprietary data analysis ecosystems proliferate: the tools are available for data sharing and collaborative research, with many well-established standards for data and open source software for data interpretation and analysis.

80 https://code.google.com/p/ddieditor/.
Open licensing: overcoming intellectual property barriers

In most jurisdictions there are intellectual property rights in data that prevent third parties from using, reusing and redistributing without explicit permission. In some cases, recent legislation has actually made sharing harder, as with the European Database Directive of 1996 relating to the legal protection of databases. Open data licensing appears to provide a potential solution to the problem of legal clarity and clear signage for reuse by third party users, particularly across international borders. Because of the automatic nature of copyright, and with the intellectual property position of databases and data sets being particularly complex, a licence or waiver provides a simple and effective way to make data truly open, and clarifies the exact manner of its reuse. Advocacy for open data licensing is therefore considered a high priority for multinational data sharing initiatives in particular. There is a growing precedent for the use of open data licences within the research community, particularly in science publishing and data repositories.

In order to make data open, according to the Open Knowledge Foundation, the first step is to apply an open licence. This ‘legal openness’ must come before the ‘technical openness’ of actually making the data available. Such legal openness is the principal advantage of licensing open data, followed by the clarity for reuse that such a licence provides. According to the Open Data Institute: ‘the key is how the data is licensed. Data that doesn’t explicitly have a license is not open data.’ It is important to note that no open licence is ever able to provide complete clarity or be fully open unless it dedicates data to the public domain. Even the popular Creative Commons Attribution Only (CC-BY) licence suffers from the problem of ‘attribution stacking’, where compiling a data set from multiple other data sets may be problematic because of the administrative burden of crediting each individual contributor to the superset. For data to be truly open, data producers must waive all of their rights, including attribution, which some data producers will be unwilling to accept. Supporters of open licensing argue that the right to attribution is based on professional ethics, irrespective of any waiver, and that such licences are the best way to ensure the future research potential of data sets.

Navigating the data protection landscape

Data protection creates a particular barrier for the sharing of public health surveillance data, since almost all such data are collected without any knowledge or consent. While the processing of personal data concerning health has to date enjoyed exception status in US and European Union (EU) data protection legislation, this legislative landscape is changing worldwide: in January 2012, the European Commission introduced a draft European General Data Protection Regulation that will supersede the 1996 Data Protection Directive, now perceived to be out of date. The existing Directive has allowed member states to determine their own data protection legislation, providing for a varied and complex overall framework. The new regulation will be directly binding for member states, harmonizing EU data protection. However, with debates in the European Parliament and Council ongoing, the outcome for public health surveillance data is as yet unknown.

Meanwhile, the African Union has proposed its own data sharing legislation in line with the EU model, the Convention on Cyber Security and Personal Data Protection, paving the way for the creation of new governmental offices enforcing data protection within participating states. Since most countries have their own unique data protection legislation, differences in legislation from multiple jurisdictions need to be considered when transferring data across international borders. If data are being brought from one jurisdiction to another, such as from outside Europe into the United Kingdom, data
collection and processing must comply with the laws of the source country. It is possible that a UK recipient will not be obtaining the data fairly and lawfully under UK legislation if they are aware that processes have breached overseas legislation.88

A recent examination of the use of mobile phone data for humanitarian goals has found that an international cross-sector approach is needed to agree best practice guidelines for privacy-conscientious data sharing, while accepting that data can never be fully de-identified.89 Despite a widespread belief in the effectiveness of de-identification, or anonymization, research has shown that re-identification is often possible, resulting in mistaken assumptions regarding data security achieved through de-identification that pervade privacy law, regulation and debate.90 Given that data can never be completely de-identified, a constant balance needs to be found on a case-by-case basis between the risk of re-identification and the potential for greater social good.91 This reality, combined with increasing prevalence of data protection legislation around the world, makes for a challenging legal and policy environment for sharing health data, and in particular for conducting research with those data.

Given this situation, other tools are sometimes necessary to navigate data protection legislation. One approach has been the provision of access to sensitive data sets within safe settings (a controlled physical location), or data enclaves (which may be distributed but secure networks). In both these cases, access is supervised by the data custodians. For example, the UK Medical Research Council’s National Survey of Health and Development has allowed access to particularly sensitive information only on its own premises.92 Beyond these tangible measures, there has yet to be any large-scale effort to attempt to analyse the current data protection landscape and to create some form of unified guidance. This is a problem in individual states (in the United Kingdom, for example, there is a common law duty of confidence for medical professionals, alongside the 1998 Data Protection Act, with no harmonized guidance on how these legal instruments fit together), never mind in terms of the EU or other supranational scenarios.

Case study 3: NHS England’s care.data programme

The aims of NHS England’s care.data programme were to improve efficiency, patient care and further medical research. The programme enjoyed broad support from the medical community, many charities and some of the most influential patient groups in the United Kingdom. Yet this case study will present care.data as an example of failure in data sharing negotiation and implementation. As it stands now, care.data will only proceed with a pilot stage consisting of a small-scale extraction of primary care data deposited in a secure data store with limited access allowed to the Health and Social Care Information Centre (HSCIC). There is a concern that this pilot is not scalable, and that any wider access to data will be limited in the short term. If the pilot fails, it seems unlikely that care.data has any future in its current form.93 Previous broad support for the programme has significantly weakened, and has contributed to declining public trust in the confidential nature of the NHS itself.94

Two principal causes underlie this failure. First, the Care.data Inquiry, organized by the Patients Association and chaired by an All-Party Parliamentary Group, concluded that ‘the public had been inadequately consulted in the early stages of the Care.data programme and that it was therefore correct to halt the programme to allow further public consultation’.95 This included open consultation on the content of the data sets themselves to verify that the data would actually meet the programme’s intended aims. The Independent
Information Governance Oversight Panel, which advises the NHS and the UK government on patient data, also indicated that the original process was rushed.\textsuperscript{96} An expert panel convened by the Nuffield Council on Bioethics recommended that the technical limitations of data privacy should be explained to patients.\textsuperscript{97}

Second, no delays or pilot stage would have been necessary if proper safeguards had been in place at the time of the original programme announcement. In a Review of Data Releases by the NHS Information Centre (HSCIC's predecessor organization, which handled NHS data releases until 31 March 2013), a number of lapses were clearly identified. Among them, commercial data management partners had released data without consent, access to data by researchers was being provided without due process, and in two instances a data recipient organization could not be identified.\textsuperscript{98} While HSCIC has worked to implement the recommendations of the review, enhanced safeguards may come too late to save the current care.data initiative.\textsuperscript{99}

It is likely that the ultimate cause of this lack of consultation and procedural oversight was an overriding focus on the benefits of the scheme that distracted planners from the existing failures within their system, and from how the public would react. This may also explain why the ‘opt-out’ mechanism for patients to remove their data from the scheme was confusing. With the benefits seeming so apparent, there was probably no realistic consideration that a sizeable number of patients might wish to opt out. Patients were assured that they could opt out of data sharing without it affecting their care, when in fact data relating to critical services such as cancer screening were included in the scope of the programme without alternative provision being made for non-participating patients. As such, it transpired that objections raised by patients were disregarded by the NHS.\textsuperscript{100}

While secondary data, such as Hospital Episode Statistics (HES), had already been shared for years, the sharing of primary health care data from general practitioners proved to be a more sensitive public issue, raising strong concerns that this might fall into the hands of commercial entities. Chronically poor communication meant that the majority of patients were probably never aware of prior HES data sharing. Going into the launch of care.data, there was very little understanding by the public of how their data were being shared, if indeed most people were aware of the programme at all. Thus, after inadequate communication and consultation, the launch acted to lift the lid on a Pandora’s box for the NHS, albeit one that has led to much-needed, if costly, reform.
Key Lessons for Public Health Data Sharing

Data sharing is happening, and on an increasing scale. Technically, effective data sharing is possible within any sector, and has been for some time – the question being whether resources are available to implement those technical solutions. This resource limitation extends to infrastructure and skills capacity, as well as financial constraints, and exists within both HICs and LMICs, although the fundamental digital literacy required to engage with data sharing in policy and practice may be entirely absent in certain LMIC settings.

Data sharing policy and guidance generated in HICs consequently may have little relevance on the ground in LMICs. Furthermore, the wide enthusiasm for the benefits of data sharing has not been matched by a clear value proposition that accommodates the concerns of individuals, organizations and countries, and motivates them to share their data. The resource reallocation and cultural change required to establish data sharing is a long-term challenge, entailing sustained engagement and proven benefits for all stakeholders involved. Beyond the commercial sector, determining exactly who is responsible for managing data so that it can be shared, as well as the actual process of sharing itself, merits consideration.

Lessons are presented following the order of enquiry within this paper.

Lesson 1: Harness the political momentum for action

The Ebola outbreak in West Africa has heightened popular awareness of global disease surveillance and response, presenting a key opportunity to push the public health surveillance agenda forward. Progress often results from crises. Outside public health, the UK’s Open Government data platform came hot on the heels of the parliamentary expenses scandal; the Bermuda Principles were agreed after gene sequence patenting caused deep concern within the genomics community.

Lesson 2: Push the wider benefits

The case for data sharing has repeatedly been won based on strong ethical arguments for wider societal benefits. It is for this reason that public health surveillance data sharing enjoys exceptions within personal data legislation, while use of personal data for research remains contentious. Pursuing this ethical argument goes hand in hand with mitigating the negative consequences of sharing for both individuals and organizations, which has received less attention.

Lesson 3: Clarify the value proposition

Many initiatives fail, regardless of sector, as a result of never truly articulating a clear or compelling value proposition. Establishing a substantive value proposition is critical if the journey from initial concept to successful enterprise is to be completed. This is the basis for ‘buy-in’ from stakeholders – both individuals and organizations – providing them with something tangible to align with once their motivations are understood.
Lesson 4: Consider local policy for LMICs versus global policy

Where data sharing is mandated by policy, implementation of that policy and enforcement present another layer of activity and resource commitment. In most cases, data sharing policies take a number of years to ‘bed in’ before they are actually implemented and enforced – and this is in HICs where resources are not lacking. The prospect for implementing the same policy in LMICs is one of outright failure; thus, compromise and alternative policy should be investigated.

Lesson 5: Maintain collaborative engagement

Successful data sharing communities are highly collaborative. Collaboration holds the key to producing and abiding by community standards, and building and maintaining productive networks, and is by definition the essence of data sharing itself. Time should be invested in establishing and sustaining collaboration with all stakeholders concerned with public health surveillance data sharing.

Lesson 6: Enhance data sharing literacy in LMICs

Before data sharing collaborations can occur between HICs and LMICs, the basic foundations of data sharing literacy need to be in place. This comes before any data sharing policy or infrastructure development, and paves the way for an equitable collaboration in the establishment of both. This will also enable LMIC data producers to engage with the value proposition of data sharing.

Lesson 7: Make data sharing easy and equitable

Data producers anywhere are more likely to share when simple and effective infrastructure is available and they have the training to use it. This can reduce impact on their time and on the associated costs of data sharing. From an LMIC perspective, data should be retained locally, even if they are mirrored in an HIC. Long-term collaborations between HIC and LMIC institutions increase the likelihood of equitable data sharing.

Lesson 8: Data sharing is not sufficient for reuse

Sharing in itself is not necessarily of any value. In this sense, quality is more important than quantity. The ability to prepare data suitable for reuse presents its own set of problems, but these can be mitigated if data are conscientiously shared in adherence to a standard data management plan. Successful sharing for reuse is also facilitated by established standards.

Lesson 9: Standards and norms need to be actively maintained

Once established, technical standards and community norms need to be actively maintained and developed. The peer pressure of an established community data sharing norm is one of the strongest drivers to share data in any given environment. Incentives will also manifest when a community expects to see data shared, increasing the likelihood of appropriate credit and prestige being assigned to the data producer.

Lesson 10: Data protection is a significant barrier, yet is poorly understood

Data sharing across international borders remains a significant legal problem because of the presence of different legislation in each state. Even when broader legislation is present, lack of clarity in its application – such as legal exceptions for public health data – can impede sharing. The data protection landscape requires guidelines for public health data sharing, and potential lobbying for clarity and harmonization as new legislation is developed.
Acronyms

<table>
<thead>
<tr>
<th>Acronym</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>ASCII</td>
<td>American Standard Code for Information Interchange</td>
</tr>
<tr>
<td>CC-BY</td>
<td>Creative Commons Attribution Only</td>
</tr>
<tr>
<td>DDI</td>
<td>Data Documentation Initiative</td>
</tr>
<tr>
<td>EDI</td>
<td>electronic data interchange</td>
</tr>
<tr>
<td>ESA</td>
<td>European Space Agency</td>
</tr>
<tr>
<td>EU</td>
<td>European Union</td>
</tr>
<tr>
<td>GISAID</td>
<td>Global Initiative on Sharing All Influenza Data</td>
</tr>
<tr>
<td>HES</td>
<td>Hospital Episode Statistics</td>
</tr>
<tr>
<td>HICs</td>
<td>high-income countries</td>
</tr>
<tr>
<td>HSCIC</td>
<td>Health and Social Care Information Centre</td>
</tr>
<tr>
<td>IHR</td>
<td>International Health Regulations</td>
</tr>
<tr>
<td>IPUMS</td>
<td>Integrated Public Use Microdata Series</td>
</tr>
<tr>
<td>ISO/IEC</td>
<td>International Organization for Standardization/International Electrotechnical Commission</td>
</tr>
<tr>
<td>IT</td>
<td>information technology</td>
</tr>
<tr>
<td>LMIC</td>
<td>low- and middle-income countries</td>
</tr>
<tr>
<td>MRC</td>
<td>Medical Research Council</td>
</tr>
<tr>
<td>NHS</td>
<td>National Health Service</td>
</tr>
<tr>
<td>NIH</td>
<td>National Institutes of Health</td>
</tr>
<tr>
<td>NSF</td>
<td>National Science Foundation</td>
</tr>
<tr>
<td>PPPs</td>
<td>public-private partnerships</td>
</tr>
<tr>
<td>UNICEF</td>
<td>United Nations Children’s Fund</td>
</tr>
<tr>
<td>WHO</td>
<td>World Health Organization</td>
</tr>
</tbody>
</table>
References


---

About the Authors

**Matthew Brack** is seconded to the Centre on Global Health Security at Chatham House as project manager for the Strengthening Data Sharing for Public Health project. Prior to this secondment, he was working as a project manager and policy officer at the Wellcome Trust, directing the development and implementation of the Trust’s revised data and software sharing policy, and delivering digital content for the Trust’s Wellcome Collection online resource through large-scale digitization projects. He is certified with the Project Management Institute and has an MA in digital asset management from King’s College London.

**Dr Tito Castillo** is an independent consultant and the current managing director of Xperimint Ltd, a specialist data management company for biomedical data. Previously he established the epiLab-SS secure research data service at the University College London Institute of Child Health, and led the adoption of the Data Documentation Initiative metadata standard for epidemiology and public health data sets for the Secure Epidemiology Research Platform (SERPent) Project. As director of the National Institute for Health Research BioResource at the University of Cambridge, he led research commissioned on behalf of the Wellcome Trust Public Health Research Data Forum on enhancing discoverability of public health and epidemiology research data.